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Goal
- predicting action intervals and their categories in videos 

Given
- video-level labels

(about what action categories an input video contains)

Challenge
- how to model background in the weakly-supervised setting

Weakly-supervised temporal action localization

Proposed Method

Existing approaches to background modeling

Experimental Results

Comparison with state-of-the-art methods

THUMOS’14

- We observe that background frames are largely inconsistent

and unconstrained.

- Based on the observation, we propose to consider them out-

of-distribution samples (𝑑 = 0).

(Accordingly, actions are considered in-distribution (𝑑 = 1 ).)

Staticity assumption
- It is assumed that all background frames are static. 

- Static frames are concatenated to generate pseudo background 

videos for training.

The assumption does not necessarily hold true, as background 

frames may be dynamic (as shown in the figure below).

Auxiliary class
- Background frames are classified as the (𝐶 + 1)-th class, where

𝐶 is the number of action classes.

It is infeasible to push all of them to a single class, as background 

frames have no common semantics (see the figure below).
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Motivation

- We add the out-of-distribution detection term to the 

conventional action classification term at segment-level.

Uncertainty modeling

In-distribution classification Out-of-distribution 

detection

where 𝑚 is the pre-defined maximum magnitude.

Overall architecture

- The second term is estimated by the feature magnitude.
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- Video-level loss

- Uncertainty modeling loss

- Background entropy loss

Training objectives
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ActivityNet1.2

Qualitative comparison with BaS-Net (AAAI’20)

Ablation study

ActivityNet1.3


